Physics II Project Based Curriculum
Project 1 – Energy Consumption in Computing – Building a Better Computer
Topics:
· Charge
· Current
· Leakage Current in Transistors
· Resistance/Resistivity
· Resistivity of Metals Lab
· Voltage 
· Superconductivity
· Superconductor Lab
· Coding (Python (w/tensorflow), Arduino)
· Machine Learning
· Boolean Logic
Project Structure
Lesson 1 – Introduction to Electricity
· Charge Lecture and Demonstration
· Induced Charges – Triboelectric Series
Assessments:
· Coulomb’s Law Quiz
Labs/Activities:
· Induced Charges Lab
· Coulomb Balance Lab (or Electroscope Lab)
· Van deGraff Demonstration
Lesson 2 – Moving Charge
· Behavior of moving charges, electric potential, current lecture
· Current in circuits
· Kirchoff’s Rules
· Ohm’s Law
Assessments:
· Circuit drawing assessment
· Kirchhoff’s Rules assessment
Labs/Activities:
· Breadboarding Activity
· Capacitor Activity
· AED Lab
· House Wiring Lab

Lesson 3 – Coding Intro
· Intro to Python
· On Chromebooks (vPython)
· Python Bootcamp
Labs/Activities
· Ohm’s Law and Kirchhoff’s, Rule calculator in Python
Lesson 4 – Resistance, Resistivity, Superconductivity
· Lecture on resistance, and energy loss
· Demonstration with computer
· GPU heat loss demonstration
· Energy loss / consumption demonstration
· Superconductivity and resistivity lab
· Resistivity of copper, nickel, use LN to cool measure resistance as a function of temperature
· Superconducting materials
· [bookmark: _GoBack]Electric Equivalent of Heat Lab

Lesson 5 – Energy Use in Computing
· Intro to computing lecture (Moore’s Law, Transistors, Transistor Scaling)
· Transistor Leakage Lab and Investigation
· Transistors
· Semiconductor Tester
Lesson 6 – Machine Learning and the Future of Computing
· Demonstration of high performance computing needs – image classification, NLP
· Train and infer on a data set
· Lecture on Machine Learning
· Python and Tensorflow – training a CNN, using a CNN for image classification
· GPU vs CPU computing
Final Project
· Design a method that can be used to limit the power loss on a raspberry pi when completing the training and inferencing processes of a neural network. This may be a software or hardware manipulation.
· Goal: Students should attempt to create a network with the greatest inference accuracy but with minimal energy loss
· Training Steps
· Layers
· Heatsinks
· Liquid Cooling


