 Artificial Intelligence and Machine Learning at Your Fingertips!

Subject Area(s) Computer Science	
Associated Unit Advanced Applications of Computer Science
Activity Title	 Artificial Intelligence and Machine Learning at Your Fingertips!	
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Image file: entering the era of intelligent machines.jpg
ADA Description: Earth with 9 circles representing Machine Learning fields next to a hand holding a smart device among several images of applications.
Source/Rights: © Gerd Leonhard Flickr CC by SA 2.0 
Caption: Figure 1 Entering the era of intelligent machines.















Grade Level 10 (9-12)

Activity Dependency: Qwerty typing skills, basic desktop computer familiarity 	

Time Required 1200 - 1500 minutes 

Group Size:  1-2 students per group

Expendable Cost per Group Optional $20 per class

Summary

Students will work as computer scientists, training software to recognize and classify image data. They will learn how to apply existing structures to their own data, and by experimentation, how the output can be controlled and manipulated. They will also gain an understanding of the history of development of artificial intelligence, and the future uses and implications of machine learning design. After this module, students will gain proficiency as forward thinkers, problem solvers, programmers, and designers as they implement their own image recognition machine learning program.
Engineering Connection

Computer scientist engineers, programmers, and business entrepreneurs use machine learning to build better search engines, apps that recognize faces and names, and self-driving cars, among many other applications. Like engineers, students will collect data and prepare datasets, write, modify and troubleshoot code that will train software to recognize key patterns in the dataset. Afterwards, they will test their results on a variety of collected test data.

Engineering Category = 2
1. Relating science and/or math concept(s) to engineering 
2. Engineering analysis or partial design
3. Engineering design process 

Keywords

Artificial intelligence, computer science, machine learning, object recognition, programming, Python, smart devices, Tensorflow.

Educational Standards 

Indiana Science & Computer Science Standards:
6-8 DI 5 Demonstrate interdisciplinary applications of computational thinking and interact with content-specific modules and simulations to support learning and research.
6.8 CD 4 Describe what distinguishes humans from machines, focusing on human intelligence and ways we can communicate, as well as ways in which computers use models of intelligent behavior. 
6-8 IC.2 Analyze the positive and negative impacts of technology and information and discuss the consequences of misuse. 

ITEEA Standards
2.CC New technologies create new processes. 
3.J Technological progress promotes the advancement of science and mathematics
4.H Changes caused by the use of technology can range from gradual to rapid and from subtle to obvious. 



NGSS Standards 
Influence of ETS on Society and the Natural World
New Technologies can have deep impacts on society and the environment, including some that were not anticipated. 
Analysis of costs and benefits is a critical aspect of decisions about technology

CSTA K-12 Computer Science Standards
3A-3 Describe how computing enhances traditional forms and enables new forms of experience, expression, communication, and collaboration.
3B-5 Use data analysis to enhance understanding of complex natural and human systems.
3B-9 Analyze data and identify patterns through modelling and simulation.
3B-6 Anticipate future careers and the technologies that will exist.
3B-5 Explain the notion of intelligent behavior through computer modeling and robotics.
3A-2 Discuss the impact of computing technology on business and commerce.
3B-2 Analyze the beneficial and harmful effects of computing innovations.

CCSS Standards 

[bookmark: CCSS.Math.Content.HSF.BF.A.1]CCSS.Math.Content.HSF.BF.A.1
Write a function that describes a relationship between two quantities.

[bookmark: CCSS.Math.Content.HSF.BF.A.1.a]CCSS.Math.Content.HSF.BF.A.1.a
Determine an explicit expression, a recursive process, or steps for calculation from a context

[bookmark: CCSS.Math.Content.HSF.IF.B.4]CCSS.Math.Content.HSF.IF.B.4
Interpret functions that arise in applications in terms of the context.

Pre-Requisite Knowledge

It will be helpful if students have had some background working with Python, or at least with a structured programming language, although the module will give students practice and overview of the use Python, notebooks, and modules.
It is absolutely essential that the teacher has a background setting up and using Python, Python modules, and Jupyter notebooks. Python is a widely-used high-level programming language. There are many tutorials and courses to learn Python.

Learning Objectives

After this lesson, students should be able to:

· Describe what Machine Learning is and give several examples of its current and possible future uses.
· Describe the evolution of Artificial Intelligence, and how Machine Learning differs from earlier approaches.
· Discuss the positive and negative social implications of Machine Learning and its applications.
· Write, edit, modify, and/or debug a Python module. 
· Understand the basics of Tensorflow as used in Python classes.
· Describe in general how a convolutional neural network works.
· Modify the hyper parameters and data used in a working convolutional neural network.

Materials List

Each group needs:
· A computer with Internet access, a reasonably fast processor, and an Internet browser.
· Python3 software installed, including the following modules: matplotlib, tensorflow, numpy, pillow  (See Before the Activity for installation information)
· MS PowerPoint and MS Word (or equivalent). 

Introduction / Motivation

Artificial Intelligence models have changed dramatically over the past 25 years. The notion of building bigger, faster processors to step through an ever more extensive, detailed set of instructions to achieve intelligence has been supplanted with the notion of Machine Learning.

Today, Machine Learning is creating a new world with smart technology that can make decisions and react to a changing environment. But how did the concept of Machine Learning develop, and how will it affect our lives? How are programmers using Machine Learning to train software to recognize handwriting, images, and patterns? In this activity, we explore the history and development of Artificial Intelligence and Machine Learning, then explore the use of Tensorflow, a Python module developed by Google, to build our own “learning software”. 
[bookmark: _Lesson_Background_&]Lesson Background & Concepts for Teachers
[image: File:Tensorflow logo.svg]
Image file: Tensorflow logo.svg
ADA Description: Vector logo of Tensorflow
Source/Rights: TensorFlow, the TensorFlow logo and any related marks are trademarks of Google Inc CC by 3.0 
Caption: Tensorflow logo







Vocabulary / Definitions

	Word
	Definition

	Machine Learning
	A branch of computer science that involves the analysis and building of algorithms that can adapt from and make predictions from data.

	Tensorflow
	An open source software library originally developed by Google’s “Brain Team” to be used for Machine Learning and Neural Network research.

	Deep Learning
	The application of artificial neural networks to learning tasks or classifications.

	Neural Network
	A computer system modeled on the human brain.

	Convolutional Neural Network (CNN)
	An artificial neural network where a set of filters are used to scan an image and detect features that are amplified or reduced in a series of layers.

	Hyperparameters
	Parameter values that govern intrinsic properties, such as complexity or learning rate, of a machine learning model. These values are preset, but can be varied to improve speed and accuracy of the model. 

	Python
	A general high-level computer programming language that is popular in college computer science and research data science programs.

	Learning Rate
	A hyperparameter used in machine learning networks to determine the speed the model uses to adjust the weights used in training. Its size can determine the speed and accuracy of the model. Too small and the model takes a long time to reach its goal. Too large and the model values may bounce around and fail to converge on the goal.







Procedure
[bookmark: _Before_the_Activity]Before the Activity
· Install the latest version of Python 3 for your operating system (Linux, Mac, or Windows).  Note: it is recommended that you afterward install Anaconda, which manages packages, dependencies, and environments. From this point forward, it will be assumed that Anaconda is installed in a 64-bit Windows OS. 
· Install TensorFlow. Open an Anaconda Prompt (using the menu item that was installed) and create a virtual environment using the commands, described on this link, with commands shown below:
· conda create –n tensorflow python=3.6
· activate tensorflow
· pip install –ignore-installed –upgrade tensorflow
· Test your installation as entering:
· python
· import tensorflow as tf
· If no message appears, TensorFlow is installed correctly. 
· Using the virtual environment you created, install the following packages: matplotlib, jupyter notebook, numpy, scipy, sklearn, prettytensor and pillow using pip by entering the following on Anaconda Prompt:
· pip install matplotlib jupyter notebook numpy scipy sklearn prettytensor pillow
· Note: all one line, no commas
· Use conda to install av using the command 
· conda install av –c conda-forge.
· Test to see if Ipython notebooks are installed by entering 
· jupyter notebook
· You should see a window open in your internet browser. 
· Use another tab and download and extract TensorFlow-tutorials-master.zip. Then go to the running jupyter notebook, navigate to the directory where your extracted files are, and open 01_Simple_Linear_Model.ipynb. 
· Click on the menu item Cell, then click run all to test.
· You should see the program run completely. 
· On the terminal, enter hold the control key and ‘c’ to exit the notebook and return to the prompt. This will shut down the kernel, where you can close the tab or webpage window previously opened.
· To exit the tensorflow virtual environment, enter
·  deactivate at the Anaconda Prompt.
· Important: To run Python or Jupyter notebook again, open a new Anaconda Prompt  (through start menu) and enter
·  activate tensorflow.
· All of the installed packages and settings will remain.
· To finish, follow the steps above to exit the notebook and deactivate the virtual environment
· Check out some of the resources here, here, and through YouTube.
· (Optional) Purchase and view: Machine Learning with TensorFlow [Video], Deep Learning with TensorFlow [Video] from Packt publishing.
· View an excellent series of tutorials entitled machine-learning-is-fun  then (Optional) download and install the free VMware virtual environment and use the host’s link to a pre-compiled VMware archive website and click the link to download the 5.4 GB VM.tar.gz file, then explore the projects described on his tutorial. This tool will be described as part of an optional exploratory lesson.
· (Optional) Run the VMware client described above, then follow the instructions to download darknet and yolo.weights, and explore!

Background
· The module is presented as daily lessons, where each day represents a 90 minute session. Each day’s activities are divided into blocks of time, which can be adapted to accommodate shorter class meetings. There is an asterix next to each segment that is absolutely essential* to help with this accommodation.
· The Python programming language allows the use of add-on modules via the import statement. The Python modules used in this activity will import matplotlib, tensorflow, numpy, and PIL (pillow), which the instructor should have installed.
· TensorFlow is one of many software libraries that allow explorations with Machine Learning. Other popular libraries (not covered in this module) include: Caffe and Theano, among several others.
· TensorFlow-gpu is a version of TensorFlow for computers that have a compatible Graphics Processing Unit. This enables much quicker rendering, although there are some requirements that must be installed in advance, making the installation more complicated. Here is a nice tutorial for Windows users.
· Machine Learning is a complex and advanced area of study. The intent of this module is to show its uses and apply it to examples. It is beyond the scope of this module to study the theory and mathematics of the topic. The broader hope is that students will be interested to investigate further, and pursue broader knowledge through advanced study.
With the Students
Day 1: What is Artificial Intelligence (AI)?
· *(10 minutes). Explain the goals and outline of the module to the students:
· Give students outline handout (attached).
· (20 minutes): If students have their own laptops and wish to set them up, help them to install software described in “Before the Activity”. After explaining, start the video in the next step while downloading / installing software.
· (30 minutes): Watch Ted video: What happens when our computers get smarter than we are? and The wonderful and terrifying implications of computers that can learn and discuss implications and student thoughts and concerns.
· While watching this video, a student recommended Superintelligence: Paths, Dangers, Strategies by the Ted presenter, Nick Bostrom.
· (20 minutes) Give students time to research the history and development of AI, starting with the Wikipedia sites:
· https://en.wikipedia.org/wiki/History_of_artificial_intelligence	
·  https://en.wikipedia.org/wiki/Applications_of_artificial_intelligence. 
· Discuss development and applications of Machine Learning. Students may come to board to record bullet point lists of key ideas.
· (20 minutes): Watch Ted video: The Rise of Artificial Intelligence through Deep Learning. 
· (30 minutes) Students suggest applications that use AI, and we play with the applications, discussing how AI and Machine Learning are used. 
· Google Quick Draw: https://quickdraw.withgoogle.com/# 
· Clever bot: http://www.cleverbot.com/ 
· *(10-15 minutes) Students should create the final presentation PowerPoint and add key points from today’s lesson. It is absolutely essential they they make backup copies of this presentation on a flash drive and Google Docs or Box. 
Day 2: What is Machine Learning?
[image: Machine Learning]


Image file: Machine_learning.png
ADA Description: XKCD Cartoon
Source/Rights: https://xkcd.com/1838/, Creative Commons Attribution-NonCommercial 2.5 License. 
Caption: Machine Learning Algorithm





· *(15 minutes) Demonstrate the website A visual introduction to machine learning: http://www.r2d3.us/visual-intro-to-machine-learning-part-1/ 
· Emphasize finding patterns in data is what Machine Learning does. 
· Describe how layers help to filter the data and lead to better classification for the model
· Explain how overfitting is training the model to “memorize” the training data with 100% accuracy, but then it makes critical errors when testing on new data.
· *(10 minutes): Collaborate with students to form a model that will classify a food as fruit or not [or use another set of examples]
· Have a student(s) list features that the model would use. Discuss how these features, on their own, can fail (ex: “round” could admit a baseball as fruit), which is why we need to add layers.
· Discuss various scenarios to find strengths and weaknesses. 
· Discuss with students how the model could be modified so that it overlearns. (This would be, for example, learning many details about 1 specific apple, then generalizing and expecting those features in all apples or in all fruit). 
· Explain how this model tells exactly what features to look for in the classification (i.e., “roundness”). Machine Learning models, in actuality, leave allow the software to discover patterns to help it classify. 
· This is similar to how a baby would learn by repetition and feedback.
· *(5-10 minutes): Watch Udacity You Tube video series: Intro to Machine Learning. Focusing on classifying objects, parts 6 and 7: “Quiz: Intro to Machine Learning” and “Solution: Intro to Machine Learning”
· *(20 minutes): Watch Ted video: How we’re teaching computers to understand pictures. 
· Explain how the Dr. Li and her team were innovative in mimicking the behavior of human learning through trial, feedback, and repletion.
· *(40 minutes): Load Ipython notebook (see “Before the Activity”). Extract the “Tensorflow Tutorials Master” (see Attachments) and open 01_Simple_Linear_Model.ipynb. Begin the video tutorial associated with that file while running the file. 
· *(10-20 minutes) Students update the final presentation PowerPoint and add key points from today’s lesson. 



Day 3: What is a Neural Network?
[image: ]
ADA Description: TensorFlow Playground website with hovering over connecting line weights shown
Source/Rights: Http://playgrround.tensorflow.org / Fair Use
Caption: Viewing / Changing weights between layers in the TensorFlow graph


· 










· *(25 minutes) Watch a video tutorial on Convolutional Networks.
· *(30 minutes): Guide students to the website http://playground.tensorflow.org/ 
· Before allowing them to investigate independently, show the page and scroll down to “What Do All the Colors Mean?” for an explanation of the [colors of] the data inputs and the [background colors of] the network predictions.
· Demonstrate the features, which relate to the layers [they are synonymous] from the Introduction to Machine Learning website in the previous day’s lesson. 
· Show how to add or remove neurons, which are the features which are scanned across the original data. 
· Move the mouse over the connecting lines in the image to see a pop-up dialog displaying the weight and edit capability.(See the white box in the image below). Click to change the image weight.
· Run the model to see the output background colors begin to resemble the colors of the input data while viewing the decay of the loss (which is the error in predicting by the network).
· While many of the options are beyond the scope of this module, one is relevant: Learning rate. This is one of the hyperparameters that governs the rate of change the model uses as it attempts to correct itself. Liken this to the correction of balancing along a balance beam. You correct your balance slightly to the left or right to maintain your center of gravity above the beam. If you overcorrect and lean too far in one direction, you will have to over correct in the other direction and get farther from balance with the result of falling off the beam. If you under correct and don’t lean enough, you will continue to be pulled down and fall off the beam. 
· As a final caution, remind students that when they play with the page, if they change too many things at once, the output will become unpredictable. It is best to change one aspect, then test, before changing others.
· Give students time to play with the model. View their progress, noting interesting results, and discuss with the group afterward.
· *(40 minutes): Load Ipython notebook and open 02_Convolutional_Neural_Netowrk.ipynb. Begin the video tutorial associated with that file while running the file. 
·  (30 minutes): Continue watching the Udacity You Tube videos from the previous day.
· *(15 minutes): Students should update the final presentation PowerPoint with key points from today’s lesson. 

Day 4: Basics of Python programming.
· *(40 minutes) Run Jupyter Notebook (click on this icon [image: ]). Create a new note notebook by clicking on the new menu item and selecting Python 3. (If you don’t see Python 3, make sure you’ve installed Python 3 as described in Before the Activity (above).
· Open the file: Day 1 Python.zip (see Attached) and extract the 5 images.
· In the Jupyter notebook cells, demonstrate functions / methods, while loops, for loops, and lists by entering the cells using the image Day 1 Python (part 1).jpg  
· *(40 minutes) Demonstrate random values, plots, help function, boolean expressions, and conditional statements using the images parts 2 through 5 from the zip file that was extracted.
· *(15 minutes): Students should update the final presentation PowerPoint with key points from today’s lesson. 

Day 5:  Challenges with Python programming.
· *(40 minutes): Load Jupyter notebook. Using Day 2 Python.zip (see Attached).
· Demonstrate numpy.random, more functions (% operator, len of list), input, and, return keyword use.
· *(40 minutes) Give Python Challenges (see Attached) as students have learned concepts. Depending on student background, give independent / group work time or demonstrate. 
· See Python Challenges Solutions.zip (Attached) for solutions.
· *(15 minutes): Students should update the final presentation PowerPoint with key points from today’s lesson. 

Day 6: Introducting TensorFlow: Classifying images using the Inception model.

· *[Background]: Introduce Tensorflow with a look at some of its advanced features. First, image classification of the CIFAR10 images. CIFAR10 represents a database of 60,000 32x32 color images in 10 classes airplane, automobile, bird, cat, deer, dog, frog, horse, ship and truck.
· (30 minutes) Look at the website http://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html that interactively shows the layers and the output prediction accuracies. 
· The graph shows the Loss (error) in prediction as the model is trained on the images. The hyperparameters (Learning rate, momentum, Batch size, and Weight decay) can be modified to experiment. It is best to study the rest of the page before doing any modifications, and then, to only make gradual changes to the values, one at a time.
[image: ]
ADA Description: An image of the inputs and the graph of Loss on the interactive web page. 
Source/Rights: http://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html / Fair Use
Caption: Vary Hyperparameters and View Loss


· As you scroll down the page, you see the Network Visualizations, which give a unique view behind the scenes of each image and the layers of output as a convolution “mask” is applied. 
[image: ]
ADA Description: An series of filtered images as they would appear after passing through a convolutional layer. 
Source/Rights: http://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html / Fair Use
Caption: Layers After Convolutional Filtering

· At the bottom of the page are the predictions on the latest 200 images tested. The overall accuracy is shown (0.1785… here), along with images and the top three predictions of the model, shown as bars where the red is incorrect predictions, and green is correct. 
[image: ]
ADA Description: A series of CIFAR10 images and the prediction bars as predicted by the model.  
Source/Rights: http://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html / Fair Use
Caption: Predictions of the Trained Model on the CIFAR10 Datset.

· *Load the iPython notebook classify_image.ipynb (attached) that uses the Inception model to allow them to use Inception V3 to categorize images of their own. Use the Jupyter notebook, introduced on Day 4. Have students collect images of their own to test the model. The following website gives some background on the Inception-v3 model, and its use with Python. 
· (15 minutes) Go to the repository of images at Imagenet to view examples of the images that were used to train the Inception-v3 model. Demonstrate examples of images, such as bicycle, taking note of the images that are used to train the model. Have students explore the database images. Are these images representative of the category? 
· (45 minutes) Load the iPython notebook, and have students download images and classify them. Explain failures in image detection in the model based on the database and similarities between categories of images. For example, the model may classify background objects, such as a row of lights, as an important feature in the image, thus grossly misclassifying the image.
· *(15 minutes): Students should update the final presentation PowerPoint with key points from today’s lesson. 

Day 7: Introducting TensorFlow: Morphing images with Deep Dream.
· (40 minutes) The teacher will introduce the Deep Dream generator via the webpage. The instructor will demonstrate its use by uploading an image and morphing it (see the image below). Then students will be directed to create a log in to the site and exploring with images of their own. Students will share their creations with each other and the teacher as a formative assessment.[image: ]
ADA Description: An image morph of a lake and a fractal, created using the Deep Dream Generator.
Source/Rights: https://deepdreamgenerator.com/community-guidelines / Fair Use
Caption: A morphed image created using the Deep Dream Generator website.


· (40 minutes) The teacher will set up the iPython notebook DeepDream.ipynb (attached) and demonstrate its use in morphing images (see the image below). Then the teacher will set up notebooks for students to explore with their own images.
· *(15 minutes): Students should update the final presentation PowerPoint with key points from today’s lesson. [image: ]
ADA Description: An image of the instructor enhanced using the DeepDream.ipynb notebook.
Source/Rights: Personal image / Fair Use
Caption: An image enhanced using the Deep DreamiPython notebook.


Day 8: (Optional) Exploring Face Recognition and Image Detection
· Start the VMplayer client, and double click to run the Deep Learning Ubuntu 16.04 64 bit environment. Follow the instructions to enable the webcam on your device.
· Run the Pycharm program (PC icon on the vertical toolbar) to start Pycharm.
· Click on face_recognition_examples to open that project.
· In the menu bar to the right, notice the green player arrow and the red stop square. To the left of these is a list of runnable python scripts. 
· Click to review the menu and scroll to select digital_makup. 
· Run the script, which will detect facial features and digitally enhance them with make up.
· Download a jpg image of a person and drag it to the face_recognition_examples folder. Then double click the digital_makeup.py file to open it. Edit the line near the top to replace “biden.jpg” with the name of the image, then run.
· Open the facerec_from_webcam_faster.py file. There are a few modifications in order to train it to recognize a particular face.
·  Near the top of the program, copy the line that says “obama_image = face …” and change the pasted copy to “new_image = face…”. Replace the file name with the name of a jpg image of yourself (or a student). 
· Copy the line beginning “obama_face_encoding …” and rename the pasted copy “new_image_face_encoding…” and change the value in the parentheses to “new_image”. 
· Scroll down to find the statement
            if match[0]: 
		name = “Barack
· Add the following lines below, putting the actual name in place of PERSON_NAME
      elif match[1]:
        	name = “PERSON_NAME”
· Run the script by selecting “facerec_from_webcam_faster” in the list by the run button, and clicking the start arrow. You should see a box around the person’s face with their name. Click the red stop square to quit. 
· You can add as many other images and names by adding them to the folder and updating the variables and subscripts in new lines. 
· Explore image detection using darknet. 
· Open a terminal then follow the instructions on the webpage to install files. 
· Add your own images to the darknet directory to classify them. 
· *(15 minutes): Students should update the final presentation PowerPoint with key points from today’s lesson. 

Day 9:  (Optional) Creating and Modifying Programs with TensorFlow 
· (Optional) (30 minutes) The instructor will introduce Tensorflow through a selection of Packt videos. 
· *Introduce the tutorials from Hvass Labs. Their YouTube channel and the playlist of tutorials can be found here. 
· Each tutorial demonstrates concepts of using Tensorflow by explaining an iPython notebook file. Each of the files is available from the Hvass Labs GitHub repository, which can be found here. To download all of the notebook files (which is recommended), click on the green “Clone of download” button, then click “Download ZIP”. The compressed file, Tensorflow-Tutorials-master.zip, 
· *(45 minutes) Begin with video tutorial 1: “Simple Linear Model”, which demonstrates an inefficient but working model of the use of Tensorflow. Teacher will present the video then share the iPython notebook file. The teacher will assist with loading and running the notebook, probing students for understanding and questions on the process.
· *(45 minutes) Next, move on to video tutorial 2: [using] “Convolutional Neural Networks” to classify images. After viewing the video, reflect on studies of CNN’s from Day 3 and Day 6. Students should begin to run the iPython notebook for this tutorial, and complete its execution for the next session.
· *(15 minutes): Students should update the final presentation PowerPoint with key points from today’s lesson. 

Day 10:  Learning and Exploring with Tensorflow
· *(45 minutes) Watch the video tutorial #07: “Inception Model”. Then load and run the corresponding iPython notebook file. 
· Note: The first time running the notebook, the Inception model must be downloaded. It is 85 megabytes. It may be better to run the model individually ahead of time. Otherwise, the program runs very quickly.
· Have students search for and download jpeg images to test the model. 
· Put downloaded image in the images folder within the folder that contains the iPython notebook. 
· Images must be smaller than 300 by 300 pixels. 
· Discuss possible explanations for misrepresentations (many reasons are discussed in the video.)
[image: ]
ADA Description: Result of the Inception classify predictions on the image of a deer.
Source/Rights: Fair Use
Caption: The Inception model’s predicted classification of a deer.













· *(20 minutes) Watch the video tutorial #09: “Video Data”. 
· Take note of the information at about 1:30 in the video, where he explains how to modify the code to use your own data set. 
· Note also the description of the subdirectory structure that is required, at about 2:10 in the video, which will be applied in tomorrow’s lesson.
· Take note of the description on how to use the convert.py file, which converts videos to a series of jpg images that will be used to train and test the model. This description starts at about 2:50 in the video.
· (45 – 60 minutes) Run the 09_Video_Data notebook. 
· NOTE: when running the iPython file as downloaded, an error occurs and the file stops running. In the section “Helper-function for loading images”, the first line “from matplotlib.image import imread” must be changed to “from scipy.ndimage import imread”.
· Also note: on a non-gpu set up (default, unless you installed tensorflow-gpu), the training stages take about an hour for the model to run. It may be necessary to begin running the notebook file while watching the video, or to leave the programs running after the class session. If the option of letting the computers run after class is not open, and less than an hour of time remains, it is advisable to forego the running of this notebook.
· *While / If the notebook file is running, and before the end of the class, inform students that they will need to bring at least three different forks (plastic, silver, large / small) and three different spoons (plastic, silver, large / small) . They should also bring cell phones, digital camera, or a laptop with webcam to the next class.
· *(15 minutes): Students should update the final presentation PowerPoint with key points from today’s lesson. 
 
Day 11: Module design: Obtaining the data.
· Students should have their forks and spoons. Instructor should have several extra examples to supply students who come unprepared. 
· *(45 minutes) The instructor will give students three sheets of colored paper (black, yellow, white) for backgrounds. Students will use cameras (cell phone, webcam, or digital camera) to film the three objects. The first fork will be filmed sitting on one of the colored backgrounds. They should record about between 60 and 90 seconds, varying the position and orientation of the camera slowly. (Note: The video format must be MP4. Use a free online converter, if necessary.)  Students should upload the video to the fork folder, and then repeat the process with a different background. The process of recording should repeat for each fork and each background (9 times). Then the exact same process should be repeated with the spoons.
· The instructor should make a test video for the fork and the spoon using a background and type of spoon and fork that hasn’t been used. These two videos should be given to all students, and put in the test folders in their respective directories.
· *(30 minutes – remaining time) Once students acquire the videos, they can begin using the video_data.py file to convert the videos to a series of images. The file Video_Data_Updated.ipynb is attached, and should help to make the process easier. Instructor and students can modify the original file as a challenge or if problems come up. 
· The video folder should be in the same directory as the Python notebook. Its name should not have a space. 
· Possible errors: 
· The directory input may cause an error, depending on the system used. Follow the comments, or manually enter the directory in the code.
· The libav package must be installed.
· On Linux systems, use the following command in a terminal:
· sudo apt-get install libav-tools

· You must have the following files in the same directory as the notebook.
· inception.py
· cache.py
· dataset.py
· *(15 minutes): Students should update the final presentation PowerPoint with key points from today’s lesson. 

Day 12: Using the Inception Model on Data
· (30 minutes) Students should complete their work in converting the videos to JPEG images, and running the Video_Data_Updated file to test their models. 
· The accuracy on the knifey-spoon example was up to 70%. If the accuracy is low, try adding more images to the dataset, repeating the process described in Day 11. This may give more examples to train the model, and improve its accuracy. Experiment with other changes, as you feel comfortable.
· *(60 minutes): Students should make the final updates to their final presentation PowerPoint with key points from today’s lesson.  It should be finished and ready to present in tomorrow’s class.

Day 13: Student Presentations
· Students present, in pairs, a summary of the course, including details outlined in the rubric. 
[bookmark: _GoBack]Audience participation is also considered as part of the assessment:, as noted on the rubric. 

Assessment
Pre-Activity Assessment
Students will have an open discussion on why they are interested in this topic, what they know, how they feel about its development and what they predict may develop form it. 

Activity Embedded Assessment
Students will compile notes at the end of each day’s presentation in the form of PowerPoint slides, which will serve as a portfolio of their work and learning, and as a slide show for their final presentation at the end of the course. In addition to adding main ideas at the end of each lesson, students should return the next day with enhancements from their research, including definitions, images, ideas and questions they may have encountered, and excerpts from class discussions. 

Post-Activity Assessment
The final project will be assessed with the rubric:
· Background Information
· Includes a summary of the history of A.I. development
· Includes a summary of Machine Learning development
· Includes an overview of current / future uses of Machine Learning
· Includes a perspective on implications (good and bad) of this technology.
· Includes a summary of how Python and Tensorflow are used in this module.
· Includes a summary description of datasets: MNIST, CIFAR, Imagenet.
· Describes the basics of a Convolutional Neural Network as run on TensorFlow.
· Describes hyperparameters and how the effect outcome.
· Demonstration of Results
· Describes how image data is formatted for use by TensorFlow.
· Describes the basic structure of the program and how it works.
· Describes and explained the training and test results from the data.
· Presentation of Results
· Presentation includes relevant images, demonstrations, and overview.
· Speaks clearly, concisely, and audibly.
· Describes the challenges and difficulties you faced in this module.
· Fields and answers questions.
· Overall Effort, Participation, and Enthusiasm.


Safety Issues
Set up and run the Ipython notebooks to make sure the required modules are properly installed and working.  Also, be sure to check that they run on Macs, PCs, and Linux systems, because each will have their own quirks that need to be addressed.
Troubleshooting Tips
· Some convolutional neural networks will take a long time to complete. If possible, set up a computer or bank of computers that can stand alone or run overnight.
· Some Python packages read image files in the png format only (such as numpy), while others (such as PIL) can read jpg formats. 

Activity Extensions
· Students with stronger backgrounds in computer programing with Python can build their own TensorFlow models. 
· Students can research and learn to use other packages, such as sklearn, theano, or caffe for Python. 
· Students may explore Machine Learning projects in other computer programming languages, such as R or Java.

Activity Scaling
· Students who struggle with the programming can learn, explore, play, and create without using a lot of programming skills. The optional activities (from Day 8) take some time to set up, but are great for self-paced exploration. Additionally, the Hvass-Labs tutorials and files are pre-written and provide easy working examples and demonstrations.
·  Advanced students can explore more tutorials (there are 17 notebooks and videos on the Hvass-Labs repository) and/or explore many of the other features in the optional VMware client, including the Darknet / Yolo model.

Additional Multimedia Support
Attachments
· Machine Learning Student Outline A handout overview of the entire course, describing key components, course map, and assessment overview.
· Python_Challenges.zip A collection of lesson challenges for applying Python learning, used on Day 5.
· classify_image.ipynb A Python notebook that will classifies an image using the Inception trained model. Students can input their own images to test its accuracy. This file is used on Day 6,
· Video_Data_Update.ipynb A Python notebook to be used with 
· DeepDream.ipynb A Python notebook that will allow users to manipulate an image using the Deep Dream Tensorflow algorithm which morphs pairs of images based on common characteristics. Students can input their own images and play with parameters to vary produced images. This file is used on Day 6.
· Navigating Tensorflow Presentation Rubric.docx A rubric with focus points for the student final presentation.
· Day 1 Python.zip A compressed folder containing 5 sequentially labeled images of a Jupyter notebook used to guide the Python introductory lesson on Day 4.
· Day 2 Python.zip A compressed file containing 4 image snapshots of a Jupyter notebook used to guide the next phase of the Python introductory lesson on Day 5.
· TensorFlow-Tutorials-master.zip A compressed folder containing all of the Hvass Labs iPython notebooks, some of which are used beginning on Day 9. 

References
· A Visual Introduction to Machine Learning: http://www.r2d3.us/visual-intro-to-machine-learning-part-1/
· Tensorflow instructional videos from Packt: https://www.packtpub.com/all?search=tensorflow
· Machine Learning is Fun Tutorial: https://medium.com/@ageitgey/machine-learning-is-fun-80ea3ec3c471
· A YouTube tutorial by 3blue1brown: “But what *is* a neural network?” https://www.youtube.com/watch?v=aircAruvnKk 
· Pre-configured VM Ware machine download for Deep Learning: https://medium.com/@ageitgey/try-deep-learning-in-python-now-with-a-fully-pre-configured-vm-1d97d4c3e9b 
· Udacity Youtube Intro to Machine Learning Tutorial Series: https://www.youtube.com/watch?v=ICKBWIkfeJ8&index=1&list=PLAwxTw4SYaPkQXg8TkVdIvYv4HfLG7SiH
· TensorFlow interactive neural network: http://playground.tensorflow.org/
· Python documentation, tutorials, and online compiler: https://www.python.org/
· Interactive Convolutional Neural Network: http://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html
· Deep Dream Machine Learning image morphing interactive (log in required) https://deepdreamgenerator.com/
· YouTube Artificial Intelligence history and development: https://youtu.be/8FHBh_OmdsM
· Hvass Labs TensorFlow tutorials: https://github.com/Hvass-Labs/TensorFlow-Tutorials
· Darknet / Yolo image detection: https://pjreddie.com/darknet/yolo/ 
· Ted talks on Machine Learning:
· https://www.ted.com/talks/jeremy_howard_the_wonderful_and_terrifying_implications_of_computers_that_can_learn
· https://www.ted.com/talks/nick_bostrom_what_happens_when_our_computers_get_smarter_than_we_are
· https://www.ted.com/search?q=machine+learning
· https://www.ted.com/talks/fei_fei_li_how_we_re_teaching_computers_to_understand_pictures
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Classroom Testing Information

This activity was tested on a series of sessions from 1/10 through 5/18
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